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DECtalk lets micros read
messages over phones

BY PEGGY ZIENTARA
Senior E
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DECtalk, which the company says wil
be available in March at a price of $4000,
allows you to call in to a personal com-
puter from anywhere in the workd by
touch-tone telephone (including pay
phones), to hear electronic mail messages
stored in memory.

DECtalk can also “tell” you what you
just typed into memory on the computer
keyboard if you simply press a punctusation
mark key and the Return key.

Business applications are expected to

the speech-impaired (oow_in place at

via any touch-tone phone.

The DECtalk hardware, which fits
eaily under a 1Zdnch momitor, will
feature cight different types of wvoices,

attaches Lo 4 persoml compuler via an
RS-232C serial interface.

DEC claims to have licked the tradi-
tional voice technology trade-offs of hav-

ing either good woices with [mited
vocabularies or unlimited vocabuliries

mmlumm-mumm
imlmmaso-mh minate. Tone
mmmmmmhm
Heuristics — interpreting word con-
text to improve pronuncistion — and a
computer moded of the human vocal tract
allow DECialk to produce high-guality
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